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A B S T R A C T

Understanding pair-wise activities is an essential step towards studying complex group and crowd behaviors in video. However, such research is often hampered by a lack of datasets that concentrate specifically on Atomic Pair Actions; [Here, we distinguish between the atomic motion of individual objects and the atomic motion of pairs of objects. The term action in Atomic Pair Action means an atomic interaction movement of two objects in video; a pair activity, then, is composed of multiple actions by a pair or multiple pairs of interacting objects (Ahad, 2011; Turaga et al., 2008). Please see Section 1 for details.] In addition, the general dearth in computer vision of a standardized, structured approach for reproducing and analyzing the efficacy of different models limits the ability to compare different approaches. In this paper, we introduce the ISI Atomic Pair Actions dataset, a set of 90 videos that concentrate on the Atomic Pair Actions of objects in video, namely converging, diverging, and moving in parallel. We further incorporate a structured, end-to-end analysis methodology, based on workflows, to easily and automatically allow for standardized testing of state-of-the-art models, as well as interoperability of varied codebases and incorporation of novel models. We demonstrate the efficacy of our structured framework by testing several models on the new dataset. In addition, we make the full dataset (the videos, along with their associated tracks and ground truth, and the exported workflows) publicly available to the research community for free use and extension at <http://research.sethi.org/ricky/datasets/>.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Group and crowd analysis is a growing area of study in computer vision. However, in order to examine group and crowd activities, it is necessary to first understand pair activities (Zhou et al., 2008, 2011; Gaur et al., 2009; Sethi and Roy-Chowdhury, 2010a). Pair activities, in turn, can be thought of as being composed of Atomic Pair Actions. Following the formulation of Turaga et al. (2008) and Ahad (2011), we use the term Atomic Pair Action to refer to simple, uniform motion patterns involving two, possibly interacting, objects in video, typically lasting for short durations of time. In contrast, the term Pair Activity refers to a complex sequence of Atomic Pair Actions performed by a pair, or multiple pairs, of interacting objects, typically characterized by much longer temporal durations.

Although, as Turaga et al. (2008) notes, there is no hard boundary between an action and an activity, most researchers (Wang et al., 2010; Zhang et al., 2006; Sethi and Roy-Chowdhury, 2010a,b; Oliver et al., 2000, 1999) refer to three basic motions as being fundamental pair motions. Thus, we also define Atomic Pair Actions to be two objects exhibiting motion towards each other (converging), moving away from each other (diverging), or moving in the same direction (parallel), as seen in Fig. 1. The motion of the individuals in these atomic pair motions might or might not be synchronized or aligned; e.g., in the case of the parallel Atomic Pair Motion (Fig. 1c), one object might be in front of the other object resulting in motion characterized as following, a derivative of the parallel Atomic Pair Action (Zhou et al., 2008, 2011; Ni et al., 2009).

Since pair-wise activities are composed of multiple Atomic Pair Actions, we need to examine Atomic Pair Actions as a precursor to examining more complex pair and, ultimately, group and crowd activities. Examples of Atomic Pair Actions include two people walking together, a person heading towards a car, etc. Pair-wise or Group Activities, on the other hand, are seen in scenarios like a soccer team scoring a goal, people fighting, students going to a lecture, etc. (Ni et al., 2009; Oliver et al., 2000; Gaur et al., 2009).

1.1. Problems and motivation

However, there is a lack of datasets for evaluating pair activities or Atomic Pair Actions. Most researchers rely on either creating a custom dataset or using parts of pre-existing datasets for the subset of activities they want to examine (Zhou et al., 2011, 2008; Ni et al., 2009; Gaur et al., 2009; Sethi and Roy-Chowdhury, 2010a; Nascimento et al., 2005) or utilizing simulations and synthetic...
agents (Oliver et al., 1999, 2000; Nascimento et al., 2005; Sethi and Roy-Chowdhury, 2010a); as noted by these researchers, having an appropriate dataset is a significant roadblock to thorough evaluation and development of their methods.

In addition, existing datasets confuse simple activities with atomic actions, as simple (or complex) pair activities can often be de-composed into their atomic components. For example, we note the following pair activity is a derivative of the parallel Atomic Pair Action and the meeting pair activity is composed of the converging + parallel + diverging Atomic Pair Actions (Zhou et al., 2011, 2008; Ni et al., 2009); similarly, activities like chasing (converging + diverging), together (parallel), etc., can all be characterized by their component Atomic Pair Actions.

Thus, most of the existing datasets are limited as they confuse Atomic Pair Actions and Pair Activities, use ad hoc components of other datasets, or create a dataset or simulations to demonstrate their specific method only. The ISI Atomic Pair Actions dataset aims to fill this gap and provide a dataset that concentrates solely on Atomic Pair Actions but is not targeted toward any specific method; in fact, another contribution of this article is a comparative analysis of many different methods on this novel dataset.

The third contribution of this article is in providing a way to easily reproduce, extend, and compare methods to analyze computer vision datasets. Such a framework is needed not only because there is a dearth of datasets that concentrate on Atomic Pair Actions but because, in general, there is no standardized, structured approach for analyzing the efficacy of the different models that examine such activities in computer vision. In fact, due to custom code implementations and the lack of a standardized structure to integrate heterogenous codebases, the ability to reproduce results of computational algorithms is a significant issue in science (Vandewalle et al., 2009).

By using the power of workflows, we provide just such a framework to standardize extensions and comparisons of any computer vision algorithm. Using a workflow-based framework allows for quick deployment and comparison of various approaches and algorithms. To the best of our knowledge, this is the first structured framework for easy integration, replication, and comparison of different computer vision methods and approaches.

1.2. Contributions

Our main contributions in this article are as follows:

- We provide a comprehensive new dataset for Atomic Pair Actions.
- We introduce a workflows-based methodology for evaluating state-of-the-art models for pair-wise analysis of Atomic Pair Actions, thus providing a structured, systematic framework for comparison of general computer vision models.
- Finally, we provide a comparative analysis of different approaches to analyze Atomic Pair Actions.

Thus, although our main contribution is a new dataset, we also present a structured and extensible analysis framework based on workflows and provide a comparative assessment of state-of-the-art pair analysis methods on the new dataset.

1.3. Overview of article

The rest of this article is organized as follows: in Section 2, we review the work related to pairwise activities and give some essential background on workflows. Next, in Section 3, we describe our new dataset and show some examples. In Section 4, we describe our implementation details, including the models used, the workflows generated, and parameter optimizations utilized. Finally, in Section 5, we give both the results for the individual models and the cumulative summary statistics for all the models utilized on our new dataset.

2. Related work

2.1. Activity recognition overview

Activity recognition is the task of interpretation of the activities of objects in video over a period of time. The goal of an activity recognition system is to extract information about the movements of objects and/or their surroundings from the video data in order to draw conclusions about the events and context in video in an automated manner. In a simple scenario where the video is segmented to contain only one execution of a human activity, e.g., an Atomic Pair Action, the objective of the system then becomes to correctly classify the activity into its category, whereas in a more complex scenario of a long video sequence containing multiple activities, it may also involve detection of the starting and ending points of all occurring activities in the video (Aggarwal and Ryoo, 2012; Aggarwal and Cai, 1999).

Human activities can be categorized into four classes: kinesics (movement of people or objects), proxemics (the proximity of people with each other or objects), haptics (people–object contact), and chronemics (change with time). Most work in activity recognition (Turaga et al., 2008; Aggarwal and Ryoo, 2012; Nascimento et al., 2005; Nayak et al., 2011; Sethi et al., 2011) deals with actions of humans that, even for multiple activities (Duchenne et al., 2009; Ryoo and Aggarwal, 2009), fall in the domain of kinesics and proxemics. Atomic Pair Actions, on the other hand, rest mainly in the domain of proxemics and chronemics since they model the spatio-temporal relationships between multiple, interacting objects. We thus consider Atomic Pair Actions between two objects in the domain of chronemics and proxemics, e.g., within the context of surveillance videos.

2.2. Existing approaches for analyzing pair-wise motion

Most approaches to analyzing pair-wise motion (Wang et al., 2010; Zhang et al., 2006; Sethi and Roy-Chowdhury, 2010a,b; Oliver et al., 1999, 2000; Ni et al., 2009; Zhou et al., 2011) also rely upon chronemics and proxemics. Researchers such as Oliver et al. (1999, 2000) have utilized relative distances within a coupled HMM to look at pair activities, examining such motion as two people coming together, one person following another, etc. However, they only interpret pedestrian actions, rely on...
exhaustive training, and create prior models of human behavior by using synthetic agents that encapsulate their assumptions. Gaur et al. (2009) also examines pair-wise motions such as two objects following each other, two people meeting, etc., by conducting a heuristic examination of simple activities in a single domain using relative distances and also relying upon a classifier (a two-class nearest neighbor classification with extensive parameterizations and thresholds). (Zhou et al., 2008, 2011; Ni et al., 2009) look at activities such as walking together, chasing, meeting, etc.; they both use classifiers, as well, but take a unique approach of using a digital filter representation for causality analysis that relies on computing the Granger Causality Test. Wang et al. (2010) examines activities such as people coming together, people diverging, etc., and also relies upon a classifier by using a one-vs-all svm as well as a rule-based classifier. Finally, Sethi and Roy-Chowdhury (2010a,b) also examine pair actions such as objects converging, objects diverging, etc., but does not rely upon a classifier, instead using a physics-based approach to fit an exponential model, based on the second-order differential equation of motion for a damped oscillator.

2.3. Background on workflows and Wings

Most of these varied approaches rely upon the same classifiers yet have widely divergent implementations making replication and reproducibility a nightmare. Using a semantic workflow system like Wings to assist with the design of such computational experiments allows for creating structured, systematic experiments that can be automated, thus allowing anyone to reproduce results, regardless of how parameters and thresholds are optimized for specific datasets. In addition, the Wings workflow system has an open modular design and can be easily integrated with other existing workflow systems and execution frameworks to extend them with semantic reasoning capabilities.

Our approach is to represent multi-step computer vision methods as computational workflows described in high-level declarative notations and capable of processing large quantities of data that comes from multiple sources (Gil et al., 2007a; Taylor et al., 2006). Workflows capture an end-to-end analysis composed of individual analytic steps as a dependency graph that indicates dataflow links as well as control flow links among steps. Our

Fig. 2. Sample frames from video clips for all three Atomic Pair Actions categories: converging, diverging, and parallel.

framework uses the Wings workflow system, developed to assist scientists in managing complex computations (Gill et al., 2009, 2011a–d).

A unique feature of Wings is the use of semantic workflows, which represent constraints on the application components within a workflow as well as metadata properties of the data being processed. It has been used in several large-scale distributed scientific applications, including text analytics (Hauder et al., 2011a,b), biomedical image processing (Kurc et al., 2009), earthquake simulations (Gil et al., 2007b), and genomics analysis (Gil et al., 2012). The Wings workflow system is open source and is built on open web standards from the World Wide Web Consortium (W3C). More information and open source software are available at <http://www.wings-workflows.org>.

Workflows effectively capture valuable expertise, as they represent how an expert has designed computational steps and combined them into an end-to-end process. We created a highly reusable family of workflows for video analysis. These workflows capture expertise on using supervised and unsupervised statistical learning algorithms, as they reflect state-of-the-art methods to prepare data, extract features, down-select features, and train models of the data.

This framework provides a common, structured mechanism to compose algorithms and methods for video analysis that is easily extensible to incorporate new algorithms and methods and to process additional types of data. A key objective of this work is to drastically reduce the human effort required to configure and execute new analytic processes from days to minutes by eliminating the need for costly human monitoring and intervention. This requires developing and executing robust end-to-end data analysis processes that include many different algorithms and analytical tools.

Therefore, an important requirement is that the framework needs the ability to easily incorporate new algorithms and new data sources. In addition, the framework is self-adaptive in that it automatically selects methods and parameter values that are...
appropriate for the user’s data and can analyze its current knowledge, detect missing information, attempt to induce it, and, when this is not possible, assess the value of seeking that missing information (Gil et al., 2011c).

Workflow systems support reproducibility because they capture the details of all workflow execution results as provenance records. Wings publishes workflows and provenance records using the Open Provenance Model (Moreau, 2011), making them available as Linked Open Data (Garijo and Gil, 2011). As a result, it is easy to inspect workflow execution results and reproduce analyses.

3. Dataset

The ISI Atomic Pair Actions dataset was collected by recruiting people via Amazon’s Mechanical Turk (MTurk) to upload or find public domain videos showing Atomic Pair Actions. Almost all the videos were obtained from a combination of YouTube or public domain datasets. There are three categories of videos showing a single Atomic Pair Action: converging, diverging, or parallel, as shown in Fig. 1. There are 30 videos in each category for a total of 90 videos.

The videos were altered to ensure uniformity and all videos have the following characteristics:

- Cropped to $640 \times 480$ pixels
- Frame rate of 30 fps
- File that includes the origin URL for provenance
- Image that shows the Ground Truth for that video with bounding boxes around objects of interest, as well as an outline of their approximate trajectory
- Metadata file that includes a ground truth classification, the filename, and the tracks for the objects of interest

Sample clips for each category can be seen in Fig. 2. Each video is a few seconds in length, the shortest is 1 s and the longest is 7 s, with average length of 2–3 s. For each video sequence, we manually cropped the video, converted it, and assigned a ground truth Atomic Pair Action category.

We used a tracker based on the particle filter algorithm (Turaga et al., 2008; Nayak et al., 2011) with manual initializations in order to track each object’s motion trajectory. These tracks are included in the metadata file that accompanies each video. In our implementation, we could not track fast motion very well; because of that, the track results became a little bit shorter and resulted in lower results for our models based on relative distance (e.g., for the phase space model this resulted in a lot of noise in training/testing and led to lower accuracy). In addition, the tracking fails quite often due to occlusions, dropped frames, etc.; thus, manual re-initializations were used to re-acquire the tracks. Some clips had perspective motion in the $z$-direction (into or out of the screen) led to tracking errors, as well. In future work, we will consider a motion segmentation algorithm with automatic re-initializations for automatic tracking (Song et al., 2011).

4. Implementation

4.1. Models we utilize

In this article, we implement the most appropriate models for the ISI Atomic Pair Actions dataset, derived from Wang et al.
1. RDL: in this model, we use the relative distance with a linear fit. We then use the slope, \( m \), to do the classification by training the model to find the range of \( m \) for parallel videos. The minimum of this range determines the maximum of the converging videos (slope has to be less than zero) and the maximum of this range determines the minimum of the diverging videos (slope has to be greater than zero). We then normalize the scores for each region via
\[
\text{score} = \left( \frac{\text{score}_{\text{Min}}}{C_0} \right) \frac{\text{Max} - \text{Abs}(\text{Min})}{\text{Abs}(\text{Max}) - \text{Min}}
\]
Finally, in computing the score for ranking the matched videos in each class, we used the distance from the centroid of the range, where
\[
\text{Range} = \text{centroid} + \left( \frac{\text{Abs}(\text{Min}) + \text{Abs}(\text{Max})}{2} \right)
\]

2. RVL: in this model, we use the relative velocity with a linear fit. We used the same process as for RDL, wherein we used a training dataset to find the range of \( m \) for parallel videos and used the minimum and maximum of this range to determine the maximum and minimum of the converging and diverging videos, respectively. The score was also found in the same way as for RDL.

3. PS: in this model, we use the Phase Space (MOPA) model implemented as a relative distance with exponential fit model. Here, we used the training videos to train the \( k \) of the exponential fit \((e^{-kt})\) for the parallel videos, analogously to the RDL and RVL cases. However, it should be noted that results would be more consistent with the original paper if all three classes were trained on \( k \) individually. Here, again, the score was found identically to the method for RDL.

4. K-Means: in this model, we use relative distance with a K-Means clustering. Here, we used a 2-dimensional feature vector, \((i, m)\), consisting of the features from PS and RDL, respectively. We tested the K-Means clustering with three different distance measures (Euclidean, Manhattan, and Cosine) and Manhattan was the best and so was used in reporting the comparative results. We also needed to use roughly the same number of samples for each of the classes otherwise K-Means was unable to discriminate between the parallel and diverging cases, unlike the other three (RDL, RVL, and PS) which did not need equal-sized training video sets. Finally, in computing the score used for ranking.

5. FUSION: in this model, we take a weighted score of all of the above methods. Here, we did a majority consensus for the class determination and then took the mean of the scores of the other four models to determine the consensus’ score. It should be noted that we could improve the performance of even this simple Fusion method by dropping the score of the models that disagree with the consensus classification.

The individual workflows corresponding to the above five models are shown in Fig. 3 and described further in the next section.

### 4.2. Workflows in Wings

Overall, Wings workflows have the ability to directly incorporate any model in an unsupervised approach, where we use a generative model to fit the data directly. In addition, Wings allows for very simply including a Supervised Learning component by automatically partitioning the data into a training and testing set, as seen in Fig. 3. In fact, Wings further has the capability to do cross-fold validation, component collections, etc., as detailed next.

The previously defined models were implemented in workflow fragments (see Fig. 3) and can be executed independently from each other. This allowed us to develop each of the workflow fragments separately and distribute development across personnel as (2010); Zhang et al. (2006); Sethi and Roy-Chowdhury (2010a,b); Oliver et al. (1999, 2000); Ni et al. (2009) and Zhou et al. (2011), as components in the Wings workflows system; these models are:
needed. The workflow components can be written in heterogenous languages: e.g., some components (Sethi and Roy-Chowdhury, 2009, 2010a–c) are in Java, others in matlab, and still others in C++ but the language of choice is irrelevant as the components are integrated into the workflows without reliance upon their individual implementation idiosyncracies.

Wings has the capability to compare models efficiently through a workflow. A step of the workflow can be a component collection.

Fig. 8. Precision-Recall Curves for each of the five models described in Section 4 on the ISI Atomic Pair Actions dataset. PS outperforms the others, although RDL and Fusion are close seconds; RVL is a distant last, however.

(a) Precision-Recall curves for each of the 5 models: RDL, RVL, PS, K-Means, and Fusion
which Wings automatically expands to run each of the model components in the collection (Gil et al., 2009), as seen in Fig. 4, where the workflow automatically expands into a workflow that effectively runs the ones shown in Fig. 3(a–c).

We then export (Garijo and Gil, 2011) these workflows and make them available as part of a workflow library so that other researchers can utilize any single component (or the entire component collection) in their own workflows directly by simply importing our components. In addition, these exported workflows can be adapted by adding or changing any component.

In general, when experimenting with Workflows, a user would select a workflow, a dataset, and provide parameter values to run the workflow. Based on the dataset, the configurable parameters, and the number of abstract components, a list of executable workflows is generated. Since abstract components should be specialized within a workflow procedure, the Wings workflow system considers all their possible combinations by using a brute force approach. The Wings semantic reasoner, a part of the workflow system, automatically rejects invalid combinations of components if they violate the constraint rules specified in the data flow. A detailed description of the user interface and the interaction dialogue is described in (Kim et al., 2009).

4.3. Variations and limitations

For our Wings setup, we had to ensure the input and output formats were exact and contained all the parameters needed for subsequent components were saved in the intermediate files or parameters. One of the strongest points of Wings was that we can iterate a robust component or task by setting the collection flag variable. When a component gets multiple, heterogenous input files, we have two choices for the module to handle the multiple inputs: doing cross-product of the inputs ($m \times n$) or handling them pair-wise ($m + n$). Thus, in the Fusion module, we had to use pair-wise analysis of inputs from the other models; in fact, in all of our components, we explicitly could not do a cross-product of inputs. In addition, we also tried some variations of the workflows; e.g., in K-Means, we tried multiple distance metrics, including Euclidean, Manhattan, and Cosine.

5. Evaluation

We provide extensive validation of our structured approach by showing a vast variety of results. We show results for all three classes (converging, diverging, and parallel) on the individual models and provide summary statistics across all the models in the next two sections.

5.1. Quantitative Results for Individual Models

In order to show the power of our approach, we calculate a variety of popular statistical measures on each of the five individual models for all three classes (converging, diverging, and parallel); these measures are:

1. Confusion Matrices: these are shown in Fig. 5.
2. Distance Matrices: these are shown in Fig. 7.
3. Heatmaps: these are shown in Fig. 6.

![ROC Curves for Each of the 5 Models](image-url)

(a) ROC Curves for Each of the 5 models: RDL, RVL, PS, K-Means, and Fusion

Fig. 9. ROC curves for each of the five models described in Section 4 on the ISI Atomic Pair Actions dataset. K-Means outperforms the others while RVL again under-performs all others.
4. ROC curves: the True Positive Rate vs False Positive Rate is shown in Fig. 9.
5. Precision-Recall (PRC) Curves: these are shown Fig. 8.

The threshold for the PRC curves was set to 0.5 so we looked around the centroid in that range by using $Range = centroid + (abs(Min) + abs(Max)) \times 0.25$ where $centroid = Min + (abs(Min) + abs(Max)) / 2$.

We show the Confusion Matrices, the Distance Matrices, and the heatmaps for each of the five models in Figs. 5, 7, and 6, respectively. We also show the Precision-Recall and ROC Curves for each of the five models in Figs. 8 and 9. According to these results, the K-Means method seems to outperform all, although Fusion is a close second; however, RVL is by far the worst in all instances.

5.2. Cumulative and summary statistical comparisons

In addition to the quantitative results on the individual models, we show an extensive comparative analysis using the following standard measures for sets:

1. F-measure: a set-based measure computed on un-ordered sets (directly using precision and recall, also set-based measures) that gives the weighted harmonic mean of precision and recall.

2. Mean Average Precision (MAP) and Average Precision (AP) of Precision-Recall Curves: the MAP is the average of the AP for each category (converging, diverging, and parallel) across each of the five models. This provides a single-figure measure of quality across recall levels.

3. Equal Error Rate (EER) of False Negative Rate vs False Positive Rate: This is calculated as $FPR = FNPR$, where FP is the False Positive Rate and TN is the True Negative Rate. In general, the lower the EER, the higher the accuracy.

Table 1 shows summaries of each of these for all five models and all three categories. According to this table, it shows that K-Means performs best, although the FUSION method is a close second, and RVL is the worst performer in all categories.

5.3. Computational speed notes

Another advantage of the Wings workflows framework is that it allows for easy computation of the running times for each of the workflows and components. In general, we found that K-Means was the fastest (clocking in at a running time of 19secs) while Fusion was the slowest, which took almost 18 min because multiple steps were involved, such as collecting output from three different models (thus, it had to execute all of them prior to its processing). RDL, RVL, and PS had to process each track individually as a preliminary step so were intermediate in running time (this is because they had to process all the tracks individually and then collate them for the statistics module, which was a collection component).

On average, the algorithms took on average 10–15s, based on the server, current load, network I/O, etc.

6. Conclusion

In this article, we presented a novel dataset, the ISI Atomic Pair Actions dataset. In addition, we provided a systematic framework for evaluation of different models that allows easy extension, replication, and comparison of any algorithm or model. Finally, we used the framework on our dataset to provide a comparative analysis of five models for pair-wise action analysis. This analysis showed that the Phase Space (PS) model was most robust but the KMeans and Fusion models performed best under certain circumstances. In future work, we intend to finish implementation of additional models (Gaur et al., 2009; Zhou et al., 2011; Oliver et al., 1999) and also add additional evaluation modules for Cumulative Match Characteristic (CMC) or CMScore curves. In addition, we intend to add in supervised learning components for models like PS in order to fully evaluate the range for its gamma parameter. Finally, we intend to expand the dataset to have additional videos and consider additional scenarios for more complex pair and group actions.
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