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Abstract—In the legal field, corporate civil matters often
entail tens or hundreds of thousands of documents that need
review for relevance. Technology-Assisted Review (TAR) systems
utilize machine learning classification algorithms, such as logistic
regression, SVM, and transformers, to retrieve all, or nearly all,
relevant documents from the corpus under review. However, in
these e-discovery scenarios, TAR systems are typically perceived
as “black boxes” by practitioners; where the TAR system
provides little or no insight into why a document is predicted
to be relevant. This lack of explainability makes it difficult
for attorneys to trust classifications from TAR systems, hinders
litigants from participating fully as they cannot understand why
documents are being classified as relevant, and relies on the
costly interpretation of experts rather than the model itself for
understanding.

In contrast to these opaque methods, the Fuzzy ARTMAP
algorithm is an explainable neural network architecture that is
both geometrically interpretable and allows for the extraction of
fuzzy If-Then rules from the model at any point in its training.
This enables a practitioner or researcher multiple modes with
which to understand what the model has learned up to that
point, laying the foundation for Explainable e-Discovery (XeD).

In this paper, the explainable Fuzzy ARTMAP neural network
is extended to include fuzzy subsethood to rank documents
for active learning and is then evaluated for use in the TAR
domain with several corpora. In addition to achieving desirable
performance for a TAR system, it also enables direct insight
into how the algorithm decides relevance. This is in contrast
to existing approaches for explainable TAR which rely on
extracting document snippets as post hoc explanations of why a
document is relevant. Additionally, we demonstrate the model’s
interpretability with both textual and graphical representations
of the learned model for a range of representations including
tf-idf, GloVe, and Word2Vec.

Index Terms—TAR, Legal document review, Explainable AI,
e-discovery, Fuzzy ARTMAP

I. INTRODUCTION

A Technology-Assisted Review (TAR) system that can
explain how and why document relevance predictions are made
is a vital tool for enabling attorneys to meet their ethical
obligations to clients and enable clients to fully participate
in the legal process [1]. Despite the potential benefits of an
explainable TAR system, current systems fail to deliver on why
documents are classified as responsive and so these systems

are still typically perceived as “black boxes” by practitioners
[2]–[4].

While a few studies have attempted to bring explainability
to TAR systems, they focused on extracting snippets from
the documents as the mechanism of explanation rather than
directly explaining the relevance model [2]–[4]. Instead, we
looked at the explainable Fuzzy ARTMAP neural network.
The model learned by the Fuzzy ARTMAP algorithm can be
directly interpreted geometrically [5], [6] or as a set of fuzzy
If-Then rules [7]–[9], depending on the features used.

Fig. 1. Conceptual overview of TAR process with Fuzzy ARTMAP.

We developed a novel TAR system incorporating the Fuzzy
ARTMAP neural network, as shown in the conceptual diagram
in Fig. 1. We then performed an initial evaluation of the
performance of the explainable Fuzzy ARTMAP algorithm in



the TAR domain and found robust performance in terms of
recall and precision [10].

Building on the strength of these initial results, we have now
continued this foundational research by making the following
contributions in this paper:

• modifying the Fuzzy ARTMAP algorithm to report the
degree of fuzzy subsethood as a way to rank documents
for active learning (see Fig. 1),

• performing a hyperparameter sweep [11] to refine the
parameters and evaluating the system against the 20
Newsgroups, Reuters-21578, RCV1-v2, and Jeb Bush
emails corpora for recall, precision, and F1 (see Tables I
and II),

• generating fuzzy If-Then rules to interpret the model (see
Fig. 3),

• generating category descriptors to interpret the model (see
Fig. 4), and

• generating graphical representations of the model (see
Figs. 5 and 7)

While these corpora are not specific to the legal domain, the
RCV1-v2 and Jeb Bush emails corpora are frequently used
in e-discovery evaluations [12], [13] because legal matters
are often confidential [2], [14] and their corpora are thus
unavailable. The 20 Newsgroups corpus is commonly used
as a test corpus with ART-based algorithms [6], [15]; 20
Newsgroups and the Reuters-21578 corpus are also commonly
used in evaluating text classification algorithms [16].

The rest of this paper is organized as follows: Section II
places our system in the context of related work. Then, in
Section III, we give an overview of our approach. In Section
IV, we give details of our experimental results and illustrate
the explainability proof-of-concept. Finally, in Section V, we
discuss the results and future work.

II. RELATED WORK

A. Explainable TAR for e-Discovery

There are three relevant attempts at creating an explainable
TAR for e-discovery system. The first attempt [2] evaluated
two approaches to extract a snippet from a relevant document.
Their first approach used the same document classification
model to classify overlapping text snippets from the document
and assign a probability of relevance. Their second approach
used a rationale model, a secondary classification model based
on annotated documents, to identify relevant snippets [2].

Building on the work of [2], the authors derived three
metrics to determine a snippet’s relevance [3]. These metrics
included document-level relevance, a perturbation-based mea-
sure where the document is reclassified without the snippet,
and a weighted average of the relevance assigned to the
tokens in the snippet. These measures were combined in a
weighted sum and a rank-based transformation of the scores.
Each measure and combination of measures was evaluated and
resulted in the weighted sum producing the highest snippet
recall. However, this study required the availability of labelled
snippets.

Addressing the typical lack of labelled snippet training data,
[4] extended the previous work to identify snippets that predict
document relevance without the benefit of labeled snippets.
Two approaches were introduced, a snippet model which
performs one pass of snippet selection through a document
and an iterative snippet model which performs multiple iter-
ations through a document reducing the snippet size by half
each iteration. Snippet selection is the same for both models
relying on an initial document-level scoring approach based on
logistic-regression. The snippet model performs slightly better
than the iterative approach and both perform better than the
document-level approach.

These studies did not consider an active learning TAR sys-
tem, instead using a fixed set of training documents. Removing
the human-in-the-loop component, the core classifier model is
not rebuilt based on the new judgements after each learning
iteration, which would result in updating the snippet models
in all of the previous approaches. This implies that the model
and its explanations will not improve as a result of additional
classification efforts. Selection of snippets as explanation are
a post hoc explanation of the classifier model and relevance
decision, which does not provide direct model interpretability.

B. Fuzzy ARTMAP

Adaptive Resonance Theory (ART) describes how the brain
learns and predicts in a non-stationary world [17]. This theory
models how brains can quickly learn new information without
forgetting previously learned information. Various neural net-
work algorithms have implemented ART across supervised,
unsupervised, and reinforcement learning [18]. Fuzzy ART
is a neural network algorithmic instantiation of ART which
employs the fuzzy AND operator, from fuzzy set theory,
instead of the binary set union operator, to work with real-
valued features [5]. The Fuzzy ARTMAP algorithm is the
supervised version of Fuzzy ART, mapping inputs to category
labels. The integration of fuzzy set theory and ART dynamics
in the Fuzzy ARTMAP neural network algorithm enable the
model to be represented through different means. A model
produced by Fuzzy ARTMAP may be represented as fuzzy
If-Then text-based rules, as shown in Fig. 3, or depicted
geometrically [5], [9], as shown in Fig. 5.

A requirement for geometric interpretation of the model
is that the input must be complement encoded. Complement
encoding is a normalization method in which the input vector
x is concatenated with its complement x (or 1−x), yielding
an input of I = [x, x] [5]. As a result, the categories learned
by the Fuzzy ARTMAP algorithm can be interpreted as n-
dimensional hyper-rectangles [5], [6]. An example of this
representation is shown in Fig. 5(b) where the category is
displayed as a light gray rectangle.

III. APPROACH

A. Technology Assisted Review

We evaluated the Fuzzy ARTMAP neural network algorithm
against the 20 Newsgroups, Reuters-21578, RCV1-v2, and
Jeb Bush emails corpora. Tf-idf features were used with the



smaller corpora and the 300-dimension versions of the GloVe
and Word2Vec vectorizations were used with all of the corpora.
All the topics in 20 Newsgroups, 120 topics in Reuters-21578,
and 30 topics in both the RCV1-v2 and the Jeb Bush emails
corpora were used for evaluation; the RCV1-v2 and the Jeb
Bush corpora were down-sampled to 20% and 50% per [19]
due to memory constraints, retaining the general prevalence
per topic.

The tf-idf vectorization used was implemented in scikit-
learn [20] with parameters based on [21] and resulted in
82,181-dimension vectors for 20 Newsgroups and 25,627-
dimensions vectors for Reuters-21578. For GloVe [22], the
300-dimension vectors from the 6 billion token corpus were
used. The gensim [23] implementation of Word2Vec [24]
was used, based on the Google News 300-dimension vectors.
For the GloVe and Word2Vec representations, the vectors
for each word in the document were averaged to produce
the overall document vector [25]. All document representa-
tions were scaled to the [0,1] interval using the scikit-learn
MinMaxScaler, as this is the required feature range for the
Fuzzy ARTMAP algorithm [5]. The features were complement
encoded per [5] prior to processing via Fuzzy ARTMAP.

For our experiments, a continuous active learning approach
was taken [14]. For each topic, a seed set of ten relevant doc-
uments and 90 non-relevant documents was used to initially
train the Fuzzy ARTMAP algorithm, regardless of corpora
size. Each review iteration consisted of up to 100 documents
for the smaller corpora and up to 1,000 for the larger corpora,
as only documents predicted relevant were returned in each
review iteration.

As the Fuzzy ARTMAP classifier returns a selected class,
not a set of real values indicating confidence among many
classes, the Fuzzy ARTMAP algorithm was modified to report
the degree of fuzzy subsethood [5], [26] associated with docu-
ments predicted as relevant. The fuzzy set membership served
as a proxy for confidence, indicating how well the document
matches the class. This degree of fuzzy subsethood was then
used to rank the documents for active learning. The top ranked
documents would be shown to a human-in-the-loop evaluator
to determine if the documents are relevant or not relevant,
as illustrated in Fig. 2. These human relevance judgements
would then be used in an online learning mode to update the
classifier model, rather than recreate the classifier model from
scratch, as is the case in most TAR implementations [21].
This workflow is illustrated in Fig. 1. In our experiments the
human-in-the-loop active learning evaluations are simulated
using ground-truth labels instead of a human evaluator based
on the framework in [21].

The review of documents for each topic concluded when
the algorithm predicted no more relevant documents in the
unevaluated portion of the corpus. This is in contrast to most
other TAR approaches where the system leaves stopping an
open question for the operator [21].

There are two significant parameters in the Fuzzy ARTMAP
algorithm, the learning rate (β) and the baseline vigilance
(ρa). Based on the results of a sweep of the Fuzzy ARTMAP

Fig. 2. Interface to perform initial search, view document, enter relevance.

hyperparameters, which evaluated different combinations of
baseline vigilance and learning rates, vigilance was set to .95,
and a fast learning rate of 1.0 was selected.

B. Model Explanation

We constructed a proof-of-concept TAR implementation, as
shown in Fig. 2. This implementation allows the user to select
a representation for the corpus format, takes an initial keyword
query to start the review, and then allows the user to input their
relevance judgements for each document.

In this proof-of-concept, we implemented three explanatory
approaches for the model learned by the Fuzzy ARTMAP
neural network algorithm. A fuzzy If-Then rule interpretation
for tf-idf, a textual description of the category for Word2Vec
and GloVe representations, and a graphical representation for
all three vectorizations.

For the tf-idf representation, fuzzy If-Then rules were gener-
ated based on a similar approach to [8]. The weight associated
with each relevant antecedent feature, or word for tf-idf, is
quantized into three levels of rarely, somewhat, and highly
prevalent and is then output in a human readable text format
as shown in Fig. 3. Because the focus is on understanding and
not model consolidation, pruning operations from [8] were not
performed.

As the features of GloVe and Word2Vec dimensions are not
directly interpretable, the geometric interpretation is leveraged

Fig. 3. If-then rules for tf-idf representation.



Fig. 4. Top 10 closest descriptive words for GloVe-based category.

instead. A Fuzzy ARTMAP category is an n-dimensional rect-
angle in the feature space. To explain a GloVe or Word2Vec-
based category textually, we find the center of the rectangle,
then find the ten closest words to the center based on cosine-
similarity resulting in the type of descriptor shown in Fig. 4.

Finally, for all representations, a fully graphical model was
produced. Uniform Manifold Approximation and Projection
(UMAP) [27] was used to reduce the high-dimensional spaces
to a two-dimensional representation, as shown in Fig. 5. The
corpus is reduced to a two-dimensional space using UMAP,
and the UMAP model based on the corpus is used to project
the category rectangle into the two-dimensional space. There,
the first half of the category weights are used as one corner
of the category rectangle and the other half of the weights are
used to form the opposite corner, with the visualization of the
category rectangle shown in Fig. 5(b).

IV. RESULTS AND DISCUSSION

A. Performance

Considering all corpora and vectorizations, the Fuzzy
ARTMAP-based system achieved 100% recall 31% of the
time, and achieved the suggested floor of 75% [28] or better
recall 67% of the time, as seen in Table I. Recall between

TABLE I
MEDIAN METRICS BY CORPUS-VECTORIZER

Corpus Vectorizer Recall Precision F1

20 Newsgroups GloVe 0.57 0.522 0.434
Word2Vec 0.772 0.41 0.523
tf-idf 0.94 0.367 0.53

Jeb Bush Emails GloVe 0.622 0.07 0.125
Word2Vec 0.593 0.055 0.098

RCV1-v2 GloVe 0.764 0.211 0.324
Word2Vec 0.752 0.187 0.292

Reuters-21578 GloVe 0.909 0.384 0.526
Word2Vec 0.931 0.514 0.624
tf-idf 0.92 0.733 0.759

TABLE II
AVERAGE RECALL DIFFERENCE

Reuters-21578 20Newsgroups

tf-idf-GloVe 0.085** 0.451**

tf-idf-Word2Vec 0.069* 0.171**

*p <.05, **p <.01

the vectorizers for the Reuters-21578 and 20 Newsgroups
corpora was different by a statistically significant degree
based on a Friedman test [29] with p<.001 (χ3(2)=25.09
and χ3(2)=34.9). A post-hoc Nemenyi test [29] indicated
a difference between tf-idf and both GloVe and Word2Vec,
with the average difference and statistical significance shown
in Table II. Based on the average difference, there is a
practical significance to the tf-idf vectorization over GloVe and
Word2Vec. No statistical or practical difference was present
between GloVe and Word2Vec for the RCV1-v2 or Jeb Bush
Emails corpora.

These results indicate generally robust recall performance,
particularly with the tf-idf vectorization. Except for the Jeb
Bush Emails, and the GloVe vectorization of 20 Newsgroups,
the median recall was 75% or better. The precision-recall curve
for Fuzzy ARTMAP is highly variable, with precision not
monotonically decreasing as recall increases. Rather, precision
varies after each review iteration as the model learns in each
iteration. In the more informal corpora of 20 Newsgroups and
the Jeb Bush Emails, the GloVe and Word2Vec features did not
perform as well. This may be due to the corpus specificity of
tf-idf compared with the off-the-shelf vocabulary of GloVe and
Word2Vec. The difference in performance suggests that gen-
erating corpus-specific GloVe and Word2Vec representations
may perform better than the default vocabulary. Accordingly,
exploring corpus-specific versions of Word2Vec and GloVe
may bring recall in line with tf-idf, presenting a more efficient
yet equally robust option.

B. Interpretability

While If-Then rules and graphical representations are ac-
knowledged methods of explainability, there are no agreed-
upon quantitative metrics for the explainable artificial in-
telligence space generally [30]; in addition, there are no
qualitative or quantitative user studies of the existing prior
attempts at explainability in e-discovery TAR [2]–[4]. This
represents another likely productive area of future work. How-
ever, we have illustrated three potentially powerful approaches
to representing the model learned by Fuzzy ARTMAP for
TAR. For a textual representation, fuzzy If-Then rules can be
generated for tf-idf features (Fig. 3); for complex categories,
pruning [8] could produce more compact rules while retaining
performance and interpretability. With representations like
GloVe and Word2Vec, where the features are not directly
interpretable, we describe the category based on the ten words
closest to the center of the learned category (Fig. 4).

Finally, for all representations a rich graphical representa-
tion is possible. In the graphical representation, the document
being currently evaluated is shown as a red circle (Fig. 5(a)),
while triangle points in the visualization represent documents
that have already been judged relevant or not relevant by a hu-
man (Fig. 5(e)). This enables exploration of nearby documents
that might be relevant as shown in Fig. 6, where the tool tip
indicates an unevaluated document (the circle) near a relevant
document (the triangle). Additionally, the relevant category is
shown as a light gray rectangle covering a range of documents



Fig. 5. Fuzzy ARTMAP Graphical Representation Explanation. (a) Current document under review. (b) The current relevant category the document is predicted
to belong to. (c) A document predicted more likely to be relevant. (d) A document less likely predicted to be relevant. (e) A document whose relevance has
already been evaluated. (f) All points (circles and triangles) represent documents in the corpus under review. Please see Fig. 7 for a cartoon illustration of the
graphical representation.

indicating potentially relevant documents (Fig. 5(b)). The
degree of relevance is shown as a color gradient from blue,
for less relevant documents (Fig. 5(d)), to yellow, for more
relevant documents (Fig. 5(c)), offering a perspective of where
the more relevant documents might be in the corpus. Further,
the display is interactive as Bokeh is used as the visualization
framework allowing panning, zooming, saving, and hovering
over the points to get more information about the represented
documents (Fig. 6). Utilizing the Bokeh framework and the
graphical representation, selecting a document other than the
next highest predicted document to evaluate is possible and
would support a hybrid explore/exploit interaction with the
documents under review as opposed to typical TAR systems
which just present the next document for review.

Fig. 6. A potentially relevant neighboring document.

Fig. 7. A simplified cartoon explanation of the graphical representation shown
in Fig. 5. The category descriptor is represented by the grey rectangle. The
yellow-coloured documents are predicted to be more relevant and documents
with a triangle are ones whose relevance has already been determined, either
as relevant or not relevant. Relevant documents can be internal or external
to the rectangle, as the rectangle only shows the category for the current
document under review. Relevance of the documents is not a function of their
location within the displayed rectangle, and may be part of another category
(rectangle). (a) Current document under review, indicated by the red color.
(b) The rectangle representing the category to which the current document
is predicted to belong. (c) A document predicted more likely to be relevant,
indicated by the yellow color. (d) A document predicted less likely to be
relevant, indicated by the blue color. (e) A document whose relevance has
already been evaluated, indicated by the enclosed green triangle.



V. CONCLUSIONS AND FUTURE WORK

This foundational research provides additional substan-
tiation for using the Fuzzy ARTMAP neural network as
a classification algorithm in the TAR domain. The Fuzzy
ARTMAP neural network demonstrates generally robust recall
performance with a variety of representations and corpora.
Additionally, multiple interpretations of the model, from fuzzy
If-Then rules for tf-idf representations, categorical descriptions
for GloVe and Word2Vec representations, and a graphical
interpretation for all representations, illustrate a variety of
viable alternatives to ”black box” TAR systems. Furthermore,
as Fuzzy ARTMAP is not a pre-trained model, there are no
inherent biases or ethical concerns around training or data
disclosure as long as unique models are used per legal matter.

Research opportunities exist in improving recall perfor-
mance through the use of corpus-specific vectorizations of
GloVe and Word2Vec. Furthermore, the representation of the
model in two-dimensional space might further be optimized
through modification of the UMAP parameters, or exploring
other dimensionality reduction techniques like principal com-
ponent analysis. Evaluating other distance metrics to spatially
collocate relevant and potentially relevant documents in the
graphical representation is another potential improvement to
the visual explanation. Finally, user studies are required to
understand the viability and applicability of the model ex-
planations to help reach the idea of ”procedural justice” in
e-Discovery [1].
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